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Abstract

On a fixed time interval [0, T ] consider the control system:

x(t) = x(0) +

∫ t

0

f(t, s, x(s), u(s))ds,

where x ∈ Cn[0, T ], u ∈ Lr
∞[0, T ]. Among its solutions satisfying endpoint

constraints η(p) = 0, ϕ(p) ≤ 0 with p = (x(0), x(T )), state and mixed
constraints Φ(t, x(t)) 6 0, F (t, x, u) 6 0, G(t, x, u) = 0, of dimensions
d(η), d(ϕ), d(Φ), d(F ), d(G), respectively, one should minimize an endpoint
cost functional: J = ϕ0(p) → min .

The data functions are assumed to be smooth. We assume that the end-
points of the reference state x̂(t) do not lie on the boundary of state con-
straints, i.e., Φk(0, x̂(0)) < 0, Φk(T, x̂(T )) < 0, for all k = 1, . . . , d(Φ).
Moreover, we assume that the mixed constraints are regular, i.e. at any point
(t, x, u), the gradients with respect to u of all active inequality constraints
and all equality constraints are positively–linearly independent.

Theorem 1. Let a process (x̂(t), û(t)) provide a weak minimum, i.e.,
a local minimum in the norm ||x||C + ||u||∞ . Then ∃ (α0, . . . , αd(ϕ)) ≥ 0,
(β1, . . . , βd(η)), measurable bounded functions hi(t) ≥ 0, mj(t), nondecreas-
ing functions µk(t) continuous at 0 and T, and an n− vector function of
bounded variation ψ(t) also continuous at 0 and T, not all of them identi-
cally vanish, such that the following conditions hold:
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endpoint complementary slackness: αi ϕi(p̂) = 0, i = 1, . . . , d(ϕ),

pointwise complementary slackness: dµk(t) Φk(t, x̂(t)) = 0

and hi(t) Fi(t, x̂(t), û(t)) = 0 for all k, i;

transversality conditions ψ(0) = lx(0) , ψ(T ) = −lx(T ) , where
l(x0, xT ) = (

∑
αiϕi +

∑
βjηj) (x0, xT ) is the endpoint Lagrange function,

stationarity with respect to the control

Hu(s, x̂(s), û(s)) = 0

and the adjoint (costate) equation

ψ̇(s) = −Hx(s, x̂(s), û(s)).

Here fx(t, s) = fx(t, s, x̂(s), û(s)), Fiu(s) = Fiu(s, x̂(s), û(s)), etc,
ψ̇ denotes the generalized derivative, we use the convenient modified
Pontryagin function

H(s, x, u) = ψ(s)f(s, s, x, u) +

∫ T

s

ψ(t) ft(t, s, x, u) dt,

and the extended modified Pontryagin function H(s, x, u) =

H(s, x, u)−
∑

i

hi(s) Fi(s, x, u)−
∑

j

mj(s) Gj(s, x, u)−
∑

k

µ̇k(s) Φ(s, x).

To prove this, we consider our problem as a particular case of an abstract
optimization problem in a Banach space with smooth equality constraints and
possibly nonsmooth inequality constraints, we use the Lagrange multipliers
rule for this problem (which can be obtained by the Dubovitskii–Milyutin
approach [2]), and then apply the general optimality conditions to our spe-
cific problem. In this last step we use a theorem on the absence of singular
components in the Lagrange multipliers at the mixed constraints [1, 2].
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